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Dynamics?
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Era Illustrations

1. RD contributing to era’s 1 and 2 

2. AdA as a starting point for a (MA)RL foundation model in Era 3



Need-to-Know    

Replicator Dynamics in Era 1 & 2



BNAIC 2002 / AAMAS 2003: fundamental Era



Need-to-Know    BNAIC 2002 / AAMAS 2003: fundamental Era

● Nash
● RD current policy
━ RD time average
● SPG current policy
━ SPG time average



Replicator Dynamics: key equation



• There are strong formal links between RD and MARL
▪ Learning dynamics corresponds to replicator dynamics

▪ Develop new algorithms

Replicator Dynamics



Neural Replicator Dynamics

Connecting between RD and 
Multiagent RL

[1] Börgers & Sarin Learning through 
Reinforcement and Replicator 
Dynamics, 1997.

[2] Tuyls et al. A Selection-Mutation 
Model for Q-learning in MAS, 2003.

[3] Bloembergen et al. Evolutionary 
Dynamics of Multi-Agent Learning: 
A Survey, 2015.

Neural Replicator 
Dynamics (NeuRD)

Policy Gradient 
methods (PG) Online Learning

Prior 
works

Replicator 
Dynamics (RD)

Parameterized 
Update Rule

A Unifying Perspective on Replicator Dynamics and Policy Gradient

Scaling to the DeepRL period

https://www.sciencedirect.com/science/article/pii/S002205319792319X
https://www.sciencedirect.com/science/article/pii/S002205319792319X
https://www.sciencedirect.com/science/article/pii/S002205319792319X
https://dl.acm.org/citation.cfm?id=860687
https://dl.acm.org/citation.cfm?id=860687
https://www.jair.org/index.php/jair/article/view/10952
https://www.jair.org/index.php/jair/article/view/10952
https://www.jair.org/index.php/jair/article/view/10952


     6x6              Barrage/Duel               Classic

7 pieces each

8/10 pieces each 40 pieces each

Marshall: loses when attacked by Spy

General

Colonel

Major

Captain

Lieutenant

Sergeant

Miner: defuses Bomb

Scout: can make long moves

Bomb: defused by Miner

Flag: game over when captured

Spy: wins when attacking Marshall
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RD in DeepRL era - Why Stratego?



Dynamics converges to :

Convergence to Nash equilibrium
Initial reward transform policy:

Scale parameter:

Stage 0:
Reward transform :

Update :

Dynamics converges to :

Stage 1:
Reward transform :

Update :



Scale the idea to Era 2



Evaluation on Bots and Humans

● 50 games played in April 2022

● DeepNash achieved 84% win rate

● Yielded 3rd rank in Classic 

Stratego Challenge Ranking 2022

● Yielded 3rd rank in All-Time 

Classic Stratego Ranking (since 2002)



- While Blue (DeepNash)  is behind a 7 and 8

- none of its pieces are revealed and only two 
pieces moved.

- As a result DeepNash assesses its chance 
of winning to be still around 70%

- Blue indeed won this match.

Material vs Information trade-off



Bluffing



Example match 1

DeepNash

Human opponent





https://docs.google.com/file/d/1_yzlXW9HzAuMmNw_hnurUgj9Z__kf9J5/preview


‘The level of play of DeepNash surprised me. I had never seen or heard of an 
artificial Stratego player that came close to the level needed to win a match against 
an experienced human player, but after playing against DeepNash myself I was not 
surprised by the top-3 ranking it later on achieved on the Gravon internet platform. I 
would expect this agent to also do very well if it participated in the World 
Championship’

- Vincent de Boer



Replicator Dynamics in the FM Era?
1. Equilibrate when foundation models meet/understanding implicit agent modelling

2. Develop new FM multiagent RL algorithms based on regularization.

3. Human in the loop and alignment.

4. RD for developing auto-curricula (e.g. see AdA)/gamify language, image generation
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Need-to-Know    

Adaptive Agent as a basis for a MA 
Foundation model



Foundation Models

Foundation models are typically characterised by:

● Rapid (few-shot) adaptation across a wide range of tasks. 



0-shot 
generalisation

(XLand)

few-shot in-context 
adaptation

training 
from 

scratch

Vision for an RL-based Foundation Model

AdA has focused on looking for 
Pareto improvement in this part 

of the spectrum

sample efficient RL 
(fine-tuning)

Build agents capable of increasingly rapid, flexible and 
strategic adaptation on a usefully open-ended task space.























http://www.youtube.com/watch?v=U93bUQ1roiw&t=182




http://www.youtube.com/watch?v=U93bUQ1roiw&t=259


Large-scale RL2 on a vast set of tasks



TL;DR conclusion

Methods

A vast 3D embodied task 
space.

Curriculum co-adaptation of 
agent and environment.

Large scale meta-RL with 
Transformer models.

Results

Adaptive Agent (AdA) adapts to 
unknown environment dynamics 
in minutes.

AdA performs exploration, 
refinement and exploitation on 
the fly. 

Motivation

Current RL agents cannot learn 
from exploration and feedback 
on human timescales

This is a crucial skill for 
human-facing systems, and a 
major factor in the success of 
current foundation models.



Conclusion



Concluding: work in era’s coming together

● Challenging and exciting times ahead of us, with in parallel: 
○ Fundamentals period  
○ Deep-RL period
○ and Foundation Model period

● Fundamentals: develop equilibrium and alignment concepts 
for FM

● Deep-RL: improve algorithmics and autocurricula at scale

● Foundation Models: development of MARL foundation 
agents with input from era 1 and 2 

World



Concluding: RD as an example

● RD describing various MARL algorithms and 
serving as a basis for designing new algorithms

● We have achieved a human-expert level agent in 
Stratego with model-free RL/RD  approach

○ Directly converges to Nash in imperfect 
information game

○ Generates unpredictable behavior

● F-MARL: RD for equilibration, alignment, auto 
curriculum



Concluding: two books

Second (short) book in the works, complementary to the book above with P. Stone, G. 
Chalkiadakis and myself



Thanks!


